
Tracking Requirements

• Hard requirements

– 100 MeV/c2 Υmass resolution
– DCA resolution sufficient for b-tagging

• Softer requirement

– high pT resolution for particle flow

Tracking Simulations: 2015-07-27 Alan Dion 1



Proposal Tracker

Detector Concept Charged Particle Tracking

3.6 Charged Particle Tracking

As discussed in Chapter 2, the key design requirements of the tracking system are precise mo-
mentum resolution, high track reconstruction efficiency for the signals of interest, good purity
of the reconstructed tracks in central Au+Au collisions, and precise measurement of displaced
vertices. After detailed GEANT4 studies and extensive work on the tracking and pattern recognition
software, a reference design has been adopted that is capable of meeting all of the key design
requirements for the tracking system. The reference design, which incorporates seven planes of
silicon detectors, is described and its performance detailed in this section.
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sPHENIX Silicon Tracker Reference Design
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Figure 3.22: (left) Present configuration of silicon tracking layers in the PHENIX VTX detector. (right)
Reconfiguration of the VTX inner two layers and additional tracking layers as described in the text.

The current PHENIX silicon vertex tracker (VTX) consists of two inner layers (pixels) at radii 2.5
and 5 cm from the beamline and two outer layers (strip-pixels) at radii of 11.8 and 16.7 cm. The
ladders comprising the current PHENIX VTX are shown in the left panel of Figure 3.22. The VTX,
combined with the outer PHENIX drift chambers (DC) and pad chambers (PC) provides good track
pattern recognition, high efficiency, and excellent displaced vertex resolution with a specification
for the distance of closest approach resolution in the transverse plane of better than 100 µm for
pT > 1 GeV/c. This resolution is exceeded even in the high occupancy Au+Au environment.

The reference configuration adds eight additional ladders to the two inner pixel layers, thus
completing azimuthal 2π coverage with the existing |η| < 1.0 coverage. In addition to the two
inner pixel layers, there will be five planes of strip detectors designed for precise momentum
measurement and pattern recognition in a high multiplicity environment. Three of those layers will
use strips of 60 µm pitch and 8 mm length, and two will use strips of 240 µm pitch and 2 mm length.
The primary purpose of the latter two strip layers is pattern recognition. Each of the two pattern
recognition layers is mounted on the same support and cooling structure as one of the longer strip
layers. The lengths of the strips in the five outer layers represent a compromise between cost and
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pattern recognition performance. Table 3.2 summarizes the reference configuration tracker layout.

Table 3.2: The parameters of the reference configuration tracking layers.

Layer radius sensor pitch sensor length sensor depth total thickness area

(cm) (µm) (mm) (µm) % X0 m2

1 2.7 50 0.425 200 1.3 0.034

2 4.6 50 0.425 200 1.3 0.059

3 9.5 60 8 320 1.35 0.152

4 10.5 240 2 320 1.35 0.185

5 44.5 60 8 320 1 3.3

6 45.5 240 2 320 1 3.5

7 80.0 60 8 320 2 10.8

Charged particle tracks are reconstructed as follows. Modest thresholds are applied on struck
silicon cells. These thresholds eliminate small energy deposits that are produced by low energy
spallation from passing particles, while preserving deposits from lower momentum signal tracks
that pass through the outer silicon layers with large angles away from radial. Adjacent hits are
then clustered, and the clusters are passed into the track pattern recognition algorithm as a set
of spatial points averaged from the clustered hits. We employ a 5-dimensional Hough transform
to locate the helical hit patterns from tracks bending through the solenoid field. The large 5-d
parameter space is spanned efficiently with low memory overhead in the high occupancy of central
heavy ion collisions by a recursive search. The discovered track candidates are then passed into a
Kalman fitter assuming a constant magnetic field, and smoothing is applied to measure the distance
of closest approach (DCA) with respect to the primary vertex. Some iterations are performed
to simultaneously determine the primary vertex position and the track DCAs. Finally, a 1.6%
momentum recalibration is applied to account for the small differences between the true field map
of the BaBar solenoid and the assumption of a constant field. We then select from tracks sharing
more than 3 hits the track with the best χ2 and reject the others. This final rejection has minimal
impact on the track population for the reference design.

To evaluate how well the reference design and tracking software meet the key requirements of the
physics program, a full GEANT4 simulation of the tracking performance has been carried out using
single particle events and central HIJING Au+Au events — with and without embedded single
particles.

The pT resolution for single pions is shown as a function of pT in Figure 3.23. The constant term,
which is due to multiple scattering in the material of the tracker, is found to be 1.1%. The linear
term, determined by the position resolution of the tracker, is 2.7 x 10−4(GeV/c)−1. This momentum
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7 layers of silicon, really 5 layers with 2 of them being double-sided
These are implemented as cylinders by default, though a "ladder"
implementation also exists
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ITS Tracker
ALICE ITS upgrade detector

All layers composed of pixels.
• Inner three layers:    0.3% / layer
• Outer four layers:    0.8% / layer

7

2 layers
19.4-24.4 cm

3 layers
2.2-4.2 cm

2 layers
34.2-39.5 cm

Total thickness X/X0 = 4.1%

Pixel  sizes:
inner barrel 20-30 x 20-30 μm
outer barrel 20-50 x 20-50 μm

Friday, May 8, 15

replace the pixels with 3 layers of ALICE MAPS technology
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TPC + pixels

Axel DreesAlan Dion

A sPHENIX Tracking Solution: 
TPC & 2 Pixel Layers

TPC
• T2K gas volume from 30cm to 80cm

• |y|< 1 → z
max

 ∼ ± 80cm

• 60 radial readout layer with Δr ∼ 8mm 

• Readout plane with 1.2mm pads in rφ 
• approximately 350,000 readout channel

• Assume 40 MHz FADC →   Δz  ∼ 2mm
• approximately 400 samples per readout channel

VTX layers 1 & 2
• Silicon tracker design  

2

Design parameters and 
performance consistent 
with ILC TPC prototypes

TPC
80 cm

30 cm

VTX

B = 1.5T

Motivation : better Υ resolution, low momentum PID, could be day 1 EIC
tracker?
Lots of work to be done still : space charge effects for example have not been
implemented at all.

Tracking Simulations: 2015-07-27 Alan Dion 4



High level view of tracking framework

• GEANT just gives us energy deposits in material. The silicon trackers are
implemented as active silicon and inactive copper behind it

• For the silicon, the layers are logically divided into pixels. Charge from a
track is distributed into pixels based on the entry and exit point of the
track in the active material.

• The hit pixels are then clustered together (using ADC information in the
strips).

• Pattern recognition is done using a hough tranform, and track fitting is
done with a Kalman filter

• The pattern recognition currently only works in a homogeneous field.
More than about 10% distortions from uniform causes track-finding to
break down. So this can’t be used for forward tracking. Do we want a
situation like in current PHENIX where the central arm and muon code
are mostly separated?
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TPC flowchart

Axel DreesAlan Dion

Flow Chart of GEANT Simulation & Analysis 
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Output

Axel DreesAlan Dion

GEANT4 Simulation of Upsilon Measurement

7

Scenario 1 - ITS inner tracker (all layers) (cont.)

Need to stretch radius to meet our momentum resolution spec
Consider 20x20 and 20x20 μm pixel size
Total thickness = 4.1% 

DCA resolution 60 cm outer layer

14

Friday, May 8, 15The track kinematics/trajectory are stored in the output file. Currently by
default the trajectory is stored near the vertex. The outward trajectory should
be stored as well. The covariance matrix of all track parameters is available.
See the file
https://github.com/sPHENIX-Collaboration/coresoftware/blob/master

/simulation/g4simulation/g4hough/SvtxTrack.h
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Output

Everything works nicely for making plots for the proposal with little manpower
However, now that we have a collaboration forming,

we should define a stable analysis interface

Reconstruction can change, but if we will have many people really using the
software, the analysis API needs to be stable. Part of the discussion should be
defining a clean, precise interface that satisfies the needs of all potential
analysis at least up to the conceptual design.

Side note : we should also define what parts of the g4"main" are considered
stable (and binary compatible).

Side side note : we should stop assuming access to RCF
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Code organization

All the code related to detector "hit" information is in the g4detectors directory. Clustering and track
finding/fitting are in g4hough.

Note : currently all code for the TPC is in the "TPC" branch on github.

Macros are at
https://github.com/sPHENIX-Collaboration/macros/tree/master/macros/g4simulations

Fun4All_G4_sPHENIX.C is a macro to steer the analysis. It is pretty self explanatory. One has to go in
and modify some boolean flags to change the input file format and what detector are simulated

G4Setup_sPHENIX.C defines the magnetic field map and which detector specific macros to load. For
example, modify
gROOT->LoadMacro("G4_Svtx.C");
to
gROOT->LoadMacro("G4_Svtx_ITS.C");
to use the ALICE ITS pixels
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Workfest Topics

That’s for all of us to decide, but here are some ideas
• Silicon tracker nitty-gritty

– Kalman filter improvements for tilted, double-layered strips

• TPC tracker nitty-gritty

– Space charge distortions

– dE/dx PID study

• Physics analysis!

– D meson reconstruction in HIJING

– does particle flow jet-finding help in HIJING?

– Upsilon reconstruction...wait for it...in HIJING!

We can design the detector for kinematic resolution on a piece of paper, but complicated full analyses
can find potential weak spots
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